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Under H0 Under H1 Test

What is the question?

X : Rd → R is a stationary isotropic random �eld, smooth enough,

with covariance that veri�es a decreasing assumption,

it is observed through some of its excursion sets

{t ∈ Ti ; X (t) ≥ ui} , i = 1, . . . ,m

with T1, . . . ,Tm cubes in Rd s.t. |Ti | and dist(Ti ,Tj) large,

and u1, . . . , um various levels in R

Question: Is X Gaussian or not?

Main tool: Euler characteristic of the {t ∈ Ti ; X (t) ≥ ui}'s
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Under H0 Under H1 Test

Euler characteristic(χ)?

Important fact: χ is an additive functional C ⊂ P(Rd )→ Z

Heuristic de�nition for compact A ⊂ Rd

d = 1: χ(A) = nber of disjoint intervals in A

d = 2: χ(A) = nber of connected components − nber of holes in A

Morse's theory when A=excursion set {t ∈ T ; X (t) ≥ u} ⊂ Rd

χ(A) =
d∑

k=0

∑
face J∈∂kT

k∑
`=0

(−1)`µ`(J, u)

with µ`(J, u) = #{t ∈ J ; X (t) ≥ u,X ′/J(t) = 0,X ′/Jc (t) > 0,
ind(X”/J(t)) = k − `}
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Under H0 Under H1 Test

Case d = 1, T = [a, b]

χ({t ∈ T ; X (t) ≥ u}) =?
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Morse's theory

= #{max. of X above u in
◦
T} −#{min. of X above u in

◦
T}

+1{X (a)≥u,X ′(a)<0} + 1{X (b)≥u,X ′(b)>0}

Crossings theory (up-crossings)

= #{t ∈
◦
T ; X (t) = u, X ′(t) ≥ 0}+ 1{X (a)≥u}
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Under H0 Under H1 Test

Case d ≥ 1, T cube in Rd

χ({t ∈ T ; X (t) ≥ u}) =
d−1∑
k=0

∑
face J∈∂kT

· · ·+ ϕ(X ,
◦
T , u)

where

ϕ(X ,
◦
T , u) =

d∑
`=0

(−1)`µ`(
◦
T , u)

µ`(
◦
T , u) = #{t ∈

◦
T : X (t) ≥ u, X ′(t) = 0, ind (X ′′(t)) = d − `}

Actually,

d−1∑
k=0

∑
face J∈∂kT

· · · = o(|T |) as |T | → ∞

⇒ we focus on the �modi�ed� Euler characteristic ϕ(X ,T , u)
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Under H0 Under H1 Test

Outline of the talk

signal: X stationary isotropic random �eld Rd → R

observations: Yi =
ϕ ({t ∈ Ti ; X (t) ≥ ui})

|Ti |
, i = 1, . . . ,m

Outline
1 Under H0: �X is Gaussian�

2 Alternative hypothesis H1: �X is chi-square� or �X is Poisson�

3 Test

⊕ One-dimensional Monte-Carlo illustrations

N = 300, |T | = 200, X = stat. process with EX (0) = 0, VarX (0) = 1
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Under H0 Under H1 Test

Under H0 (X is Gaussian)

Let X : Rd → R be a Gaussian stationary isotropic random �eld

with EX (0) = 0 and VarX (0) = 1, and let

ϕ(X ,T , u) = ϕ ({t ∈ T ; X (t) ≥ u})

Theorem [Rice'45, Adler'76]

E
(
ϕ(X ,T , u)

|T |

)
= (2π)−(d+1)/2 λd/2 Hd−1(u) e−u

2/2 := C (u, λ)

with Hk : Hermite polynomial of order k and λ: 2nd spectral moment of X

Note that H0(u) = 1, H1(u) = u and Cov (X ′(0)) = λ Id
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Under H0 Under H1 Test

Empirical / theoretical mean Euler characteristic

N = 300, |T | = 200, X Gaussian with r(t) = e−t
2

(⇒ λ = 2)
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red dots and boxplots: empirical mean Êϕ(X ,T , ui ) = 1

N

∑
N

n=1
ϕ(Xn,T , ui )

full line: u 7→ Eϕ(X ,T , u) = |T |C(u, λ) with λ = 2

dashed line: u 7→ |T |C(u, λ̂) with λ̂ ... (see next slide)
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Under H0 Under H1 Test

Estimation of λ

X is still observed through Yi = ϕ(X ,Ti ,ui )
|Ti | , i = 1, . . . ,m

with levels u1, . . . , um that are assumed to be di�erent

Theorem [Lindgren'74]

Assume d = 1. A good estimator of λ1/2 is given by

γ̂ =
m∑
i=1

ci γ̂ui where γ̂ui = 2πeu
2

i
/2 ϕ(X ,Ti , ui )

|Ti |
and

m∑
i=1

ci = 1

Rule of thumb:

m = 3 , c1 = c2 = c3 =
1

3
, (ui ) = (−u, 0, u) with u =

2

3
σ(X (0))
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Under H0 Under H1 Test

Estimation of λ

Monte-carlo simulations: N = 300, X Gaussian with r(t) = e−t
2

, |T | = 200
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Spectral moment estimation by means of level−crossings

 c_i = 1/3, u = (−2/3, 0, 2/3)

Boxplot of the ratio between λ1/2 and its estimation γ̂
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Under H0 Under H1 Test

Second moment of the Euler characteristic

Theorem [DEL]

Under H0,

E
(
ϕ(X ,T , u)2

|T |

)
= g(u) pX ′(0)(0)

+

∫
Rd

|T ∩ (T − t)|
|T |

G (u, t)pX ′(0),X ′(t)(0, 0) dt

g(u) = E[ 1[u,∞)(X (0)) | det(X ′′(0))| ]

G (u, t) = E[1[u,∞)2(X (0),X (t)) det(X ′′(0)X ′′(t)) /X ′(0) = X ′(t) = 0]
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Under H0 Under H1 Test

Alternative hypothesis H1: chi-square �eld

Choose a positive integer s as degrees of freedom

Chi-square �eld

Let {Xi (.)}si=1
be an iid sample of stationary Gaussian �elds on Rd with

EXi (0) = 0 and VarXi (0) = 1 and let

Z s(.) =
1√
2s

(
s∑

i=1

Xi (·)2 − s)

Then

∀t ∈ Rd ,
∑s

i=1
Xi (t)2 is a χ2s random variable

Z s is a stationary random �eld with EZ s(0) = 0 and VarZ s(0) = 1
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Under H0 Under H1 Test

Chi-square �eld (2)

Again {Xi (.)}si=1
iid stationary Gaussian �elds and

Z s(.) =
1√
2s

(
s∑

i=1

Xi (·)2 − s)

∀t ∈ Rd , E[Z s(0)Z s(t)] = E[Xi (0)Xi (t)]2

second spectral moment of Z s = 2 × second spectral moment of Xi

as s →∞, Z s distrib→ stationary Gaussian �eld Z∞

with EZ∞(0) = 0 and VarZ∞(0) = 1
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Under H0 Under H1 Test

Mean Euler characteristic of a chi-square excursion set

Since Z s(.) = 1√
2s

(χ2s (·)− s),

Eϕ(Z s ,T , u) = Eϕ(χ2s ,T , s + u
√
2s)

Theorem [Worsley'94]

E
(
ϕ(χ2s ,T , u)

|T |

)
=

λd/2 e−u/2

(2π)d/22(s−2)/2Γ(s/2)
u(s−d)/2 Pd ,s(u) 1[0,∞)(u)

with Pd ,s a polynomial of degree d − 1 with integer coe�cients

and λ second spectral moment of Z s

Note that P1,s(u) = 1 and P2,s(u) = u − s + 1
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Under H0 Under H1 Test

Empirical / theoretical mean Euler characteristic

N = 300, |T | = 200, X �normalised� i.e. EX (0) = 0,VarX (0) = 1 and λX = 2

Boxplot using Chi−square  

and Gaussian Expectations, s=2

Levels u
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Boxplot using Chi−square  

and Gaussian Expectations, s=10
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red dots: theoretical Eϕ(X ,T , u) for X = Z s chi-square �eld

box plots: empirical mean Êϕ(X ,T , u) for X = Z s chi-square �eld
blue dots: theoretical Eϕ(X ,T , u) for X Gaussian �eld
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Under H0 Under H1 Test

Another alternative: shot-noise process

Let Φ be a Poisson point process on R with intensity λ > 0

Theorem [Biermé-Desolneux'12]

Let S be the shot-noise process based on Φ de�ned by

S(t) =
∑
ξ∈Φ

1[0,1](t − ξ) , t ∈ R

Then, for any u ∈ R+ \ N,

E
(
ϕ(S ,T , u)

|T |

)
= 2 e−λ

∑
k≥0

λk+1

k!
1k<u<k+1
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Under H0 Under H1 Test

Test of Gaussianity

Null hypothesis

H0: �X is Gaussian�

Observations: X is observed through

Yi =
ϕ(X ,Ti , ui )

|Ti |
, i = 1, . . . ,m

with |Ti | and dist(Ti ,Tj) > 0 �large� and various levels u1, . . . , um

Then, under H0,

Yi = C (ui , λ) + εi , i = 1, . . . ,m

where C (u, λ) = (2π)−(d+1)/2 λd/2 Hd−1(u) e−u
2/2

and the (εi )i=1,...,m are { • centered
• variance? • distribution? • independent?
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Under H0 Under H1 Test

Asymptotic variance

Observations on a large domain:

T (N) = {Nt : t ∈ T} with T a cube in Rd

Theorem [DEL]

Under H0,

lim
N→+∞

Var

(
ϕ(X ,T (N), u)

|T (N)|1/2

)
= V (u) ∈ (0,+∞)

with V (u) =

∫
Rd

(G (u, t)D(t)−1/2 − C (u, λ)2) dt + (2πλ)−d/2 g(u)

Moreover, in dimension d = 1, explicit formula for V (u) in term of

Gaussian integrals
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Under H0 Under H1 Test

Theoretical / empirical asymptotic variance

Monte-Carlo simulations: N = 300, X Gaussian with r(t) = e−t
2

, |T | = 200
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black triangles: theoretical V (u)

red dots: empirical variance V̂ar
(

ϕ(X ,T ,u)

|T |1/2

)
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Under H0 Under H1 Test

Asymptotic normality

Observations on a large domain:

T (N) = {Nt : t ∈ T} with T a cube in Rd

Theorem [EL'15]

Under H0,

ϕ(X ,T (N), u)− Eϕ(X ,T (N), u)

|T (N)|1/2
distrib−→
N→∞

N (0,V (u))

Corollary:
ϕ(X ,T (N), u)

|T (N)|
− C (u, λ) ∼ N (0,

V (u)

|T (N)|
)
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Under H0 Under H1 Test

Disjoint large domains and various levels

Let T1 and T2 be two cubes in Rd s.t. |T1| = |T2| and dist(T1,T2) > 0

and let u1 and u2 belong to R (u1 6= u2 or u1 = u2).

Proposition [DEL]

Let

Z
(N)
i =

ϕ(X ,T
(N)
i , ui )− Eϕ(X ,T

(N)
i , ui )

|T (N)
i |1/2

, i = 1, 2.

Then, under H0,(
Z

(N)
1

,Z
(N)
2

)
distrib−→
N→∞

N
(
0,

(
V (u1) 0

0 V (u2)

))
Note that dist(T

(N)
1

,T
(N)
2

) →
N→∞

∞
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Under H0 Under H1 Test

Statistical model

Observations: Yi =
ϕ(X ,Ti , ui )

|Ti |
, i = 1, . . . ,m

with |Ti | and dist(Ti ,Tj) > 0 �large� and various levels u1, . . . , um

Under H0 (�X is Gaussian�),

Yi = C (ui , λ) + εi , i = 1, . . . ,m

where C (u, λ) = (2π)−(d+1)/2 λd/2 Hd−1(u) e−u
2/2

and the (εi )i=1,...,m are independent N (0,V (ui )/|Ti |)

Note that V (ui )/|Ti | is �small�
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Under H0 Under H1 Test

Chi-square statistics

X is observed through Yi = ϕ(X ,Ti ,ui )
|Ti | , i = 1, . . . ,m

with |Ti | and dist(Ti ,Tj) > 0 �large� and various levels u1, . . . , um

Then, under H0,

F3 =
m∑
i=1

(
Yi − C (ui , λ)

(V (ui )/|Ti |)1/2

)2

≈ χ2m distributed

and

F4 =
m∑
i=1

(
ϕ(X ,Ti , ui )− Êϕ(X ,Ti , ui )

(V̂arϕ(X ,Ti , ui ))1/2

)2

also
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Under H0 Under H1 Test

Monte-Carlo simulations

N = 300, X Gaussian with r(t) = e−t
2

, |T | = 200
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QQplot: F3 versus Chi2(m),

 m=5, u= (−1,8, −1.2, 0, 1.2, 1.8) 
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QQplot: F4 versus Chi2(m),

 m=5, u= (−1.8, −1.2, 0, 1.2, 1.8)

F3 =
m∑
i=1

(Yi − C(ui , λ))
2

V (ui )/|Ti |
F4 =

m∑
i=1

(ϕ(X ,Ti , ui )− Êϕ(X ,Ti , ui ))
2

V̂ar ϕ(X ,Ti , ui )
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Under H0 Under H1 Test

Still in progress...

Monte-Carlo illustration with 2D simulations

more examples of Poisson alternative hypothesis (continuous

shot-noise, 2D spot-noise)

real data (sea waves, signals in neurobiology,...)

And to go further

explicit formula for the asymptotic variance in dimension > 1

use of other Minkovski functionals (length, area of excursion sets)

anisotropic �elds and test of anisotropy
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Under H0 Under H1 Test

Conclusion

Take home message

1 shape of u 7→ E
(
ϕ(X ,T ,u)
|T |

)
characterizes X -distribution

2 it can be estimated through a single realization of X on a very large

domain by only observing

Yi =
ϕ(X ,Ti , ui )

|Ti |
, i = 1, . . . ,m

with |Ti | and dist(Ti ,Tj) > 0 �large� and distinct levels u1, . . . , um
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